
Geophysical Journal International
Geophys. J. Int. (2018) 213, 511–533 doi: 10.1093/gji/ggx414
Advance Access publication 2017 October 3
GJI Marine geosciences and applied geophysics

Joint inversion of lake-floor electrical resistivity tomography
and boat-towed radio-magnetotelluric data illustrated on synthetic
data and an application from the Äspö Hard Rock Laboratory
site, Sweden

Shunguo Wang,1 Thomas Kalscheuer,1 Mehrdad Bastani,2 Alireza Malehmir,1

Laust B. Pedersen,1 Torleif Dahlin3 and Naser Meqbel4
1Department of Earth Sciences, Uppsala University, SE-752 36 Uppsala, Sweden. E-mail: shunguo.wang@geo.uu.se
2Geological Survey of Sweden, SE-752 36 Uppsala, Sweden
3Lund University, Lund, Sweden
4Helmholtz Centre Potsdam, Potsdam, Germany

Accepted 2017 September 25. Received 2017 September 22; in original form 2016 December 7

S U M M A R Y
The electrical resistivity tomography (ERT) method provides moderately good constraints for
both conductive and resistive structures, while the radio-magnetotelluric (RMT) method is
well suited to constrain conductive structures. Additionally, RMT and ERT data may have
different target coverage and are differently affected by various types of noise. Hence, joint
inversion of RMT and ERT data sets may provide a better constrained model as compared
to individual inversions. In this study, joint inversion of boat-towed RMT and lake-floor ERT
data has for the first time been formulated and implemented. The implementation was tested
on both synthetic and field data sets incorporating RMT transverse electrical mode and ERT
data. Results from synthetic data demonstrate that the joint inversion yields models with better
resolution compared with individual inversions. A case study from an area adjacent to the
Äspö Hard Rock Laboratory (HRL) in southeastern Sweden was used to demonstrate the
implementation of the method. A 790-m-long profile comprising lake-floor ERT and boat-
towed RMT data combined with partial land data was used for this purpose. Joint inversions
with and without weighting (applied to different data sets, vertical and horizontal model
smoothness) as well as constrained joint inversions incorporating bathymetry data and water
resistivity measurements were performed. The resulting models delineate subsurface structures
such as a major northeasterly directed fracture system, which is observed in the HRL facility
underground and confirmed by boreholes. A previously uncertain weakness zone, likely a
fracture system in the northern part of the profile, is inferred in this study. The fractures
are highly saturated with saline water, which make them good targets of resistivity-based
geophysical methods. Nevertheless, conductive sediments overlain by the lake water add
further difficulty to resolve these deep fracture zones. Therefore, the joint inversion of RMT
and ERT data particularly helps to improve the resolution of the resistivity models in areas
where the profile traverses shallow water and land sections. Our modification of the joint
inversion of RMT and ERT data improves the study of geological units underneath shallow
water bodies where underground infrastructures are planned. Thus, it allows better planning
and mitigating the risks and costs associated with conductive weakness zones.

Key words: Electrical resistivity tomography (ERT); Radio-magnetotellurics (RMT); Joint
inversion; Fractures, faults, and high strain deformation zones.

1 I N T RO D U C T I O N

Due to the non-linearity and ill-posedness of geophysical inverse
problems, seeking a unique model based on geophysical data is a
difficult task. Joint inversion is a useful technique to narrow down

the range of possible models and has become increasingly popular
for interpreting geophysical data sets related to both common and
disparate material properties.

Two strategies, direct parameter coupling and structural cou-
pling, are mainly used for joint inversion with different types of
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geophysical model parameters (e.g. Moorkamp et al. 2011;
Abubakar et al. 2012; Haber & Gazit 2013; Moorkamp et al. 2016).
Direct parameter coupled joint inversion is based on petrophysical
parameter measurements in the laboratory and only valid in limited
parts of the model domain (Lines et al. 1988; Coutant et al. 2012).
Structurally coupled joint inversion using cross-gradient constraints
(Gallardo & Meju, 2003, 2004, 2007, 2011; Tryggvason & Linde
2006; Hu et al. 2009; Moorkamp et al. 2010; Moorkamp et al.
2016) is easy to implement and offers sufficient flexibility to reduce
structural coupling where this is in contradiction to the data.

Single-property joint inversion is naturally coupled by inverting
data from different methods for the same type of material property,
for example among different types of electromagnetic (EM) meth-
ods (Meju 1996; Kalscheuer et al. 2015). For the joint inversion of
radio-magnetotelluric (RMT) and electrical resistivity tomography
(ERT) data, many relevant publications exist on algorithm develop-
ments and case studies. First, Vozoff & Jupp (1975) described the
advantages of joint inversion of MT and ERT data by synthetic and
field examples using 1-D models. Sasaki (1989) implemented a 2-D
joint inversion of MT and ERT dipole–dipole data and also tested
it on synthetic and field data sets. Monteiro Santos et al. (2006)
evaluated a geothermal field using 2-D joint inversion of MT and
ERT data by the technique proposed by Sasaki (1989). Candansayar
& Tezkan (2008) developed an algorithm for 2-D joint inversion of
RMT and ERT data, which improves the resolution in modeling a
fracture zone both in synthetic and field cases. This algorithm was
also used to evaluate the impact of sewage irrigation and groundwa-
ter contamination in India by Yogeshwar et al. (2012). Kalscheuer
et al. (2010) analysed the resolution and variance properties of
2-D resistivity models derived from single and joint inversions of
ERT and RMT measurements. Bastani et al. (2012) investigated an
oil contamination field in Italy by joint 2-D inversion of ERT and
RMT data and compared the results with 3-D single inversion of
RMT data. By studying a quick-clay site in Norway, Kalscheuer
et al. (2013) demonstrated that the detectability of quick-clay zones
could be improved by jointly inverting ERT and RMT data.

For a few reasons, joint inversion of RMT (also MT data in gen-
eral) and ERT data sets can lead to inverse models that are better
constrained than those from the inversion of individual data sets.
Due to spatial limitations, the ERT measurements may only con-
strain the shallow part of the subsurface (upper 20–30 m depending
on the case) using electrode arrays that are a couple of hundred
metres long. In cases with longer electrode arrays (>1 km) and
large electrode spacing, ERT penetration depth may be substantially
larger, but resolution for the shallow subsurface may be reduced.
Hence, RMT measurements with a fixed range of signal frequen-
cies of 14–250 kHz may constrain either correspondingly deeper or
shallower parts of the subsurface. Thus, combining ERT and RMT
data sets can lead to improved depth coverage of geological targets
(Candansayar & Tezkan 2008). Furthermore, the sensitivities of
the different methods complement each other; for example, ERT
can resolve both resistive and conductive structures moderately
well, while RMT is superior at resolving conductive structures but
has negligible sensitivity to the resistivity of thin resistive units
(Vozoff & Jupp 1975; Candansayar & Tezkan 2008; Kalscheuer
et al. 2010). Also, measurements by the different methods are differ-
ently affected by various types of field noise and couple differently
to subsurface structures in the survey area. Finally, joint inversion of
RMT and ERT data may to some extent help to determine electrical
anisotropy parameters (Christensen 1998).

Owing to the improvements in model constraints offered by joint
inversions of ERT and RMT data and the increasing number of

geo-engineering applications to investigate rock mass underneath
shallow water bodies, we extended the joint inversion algorithm by
Kalscheuer et al. (2010) to invert boat-towed RMT and lake-floor
ERT data. The results of synthetic tests and a real-field application
are presented in this work. This is a unique implementation and
application, although lake-floor ERT (Dahlin et al. 2014; Loke &
Lane 2004) and boat-towed RMT (Bastani et al. 2015; Mehta et al.
2017) experiments have separately been shown, and joint inversion
of ERT and RMT data collected on land has been done before
(Candansayar & Tezkan 2008; Yogeshwar et al. 2012; Bastani et al.
2012; Kalscheuer et al. 2013). To further improve the estimated
joint inversion model, weighting techniques for the different data
sets and incorporation of bathymetric data and water resistivity
measurements as a priori constraints were employed. We applied the
method to a real data set collected in an experiment at the Äspö Hard
Rock Laboratory (HRL) 30 km north of the city of Oskarshamn in
southeastern Sweden. The target was mainly a dipping fracture
system (consisting of several subsets) that was intersected by the
access tunnel of the HRL facility and was speculated to reach the
lake floor: no clear evidence for this hypothesis was available from
previous geoscientific studies.

2 T H E O RY

2.1 Radio-magnetotelluric method

RMT is one type of passive-source EM methods where the signal
sources are distant radio transmitters operating in the frequency
range of 14 kHz –1 MHz. At sufficiently long distances, the EM
signals are considered as plane waves simplifying the estimation
of the electrical resistivity of near-surface structures (Bastani 2001;
Bastani et al. 2012; Tezkan et al. 1996, 2000; Turberg et al. 1994).
RMT data comprise measurements of three components of the mag-
netic field (Hx, Hy, Hz) and two horizontal components of the elec-
tric field (Ex, Ey). In the frequency domain, the electric and mag-
netic field components are related through the complex-valued and
frequency-dependent impedance tensor Z given as[

Ex

Ey

]
=

[
Zxx Zxy

Z yx Z yy

][
Hx

Hy

]
, (1)

and the vertical magnetic field and horizontal magnetic fields are re-
lated through the complex-valued and frequency-dependent vertical
magnetic transfer function T given as

Hz = [
Tx Ty

] [
Hx

Hy

]
, (2)

where x and y represent measurement directions in the Cartesian
coordinate system.

The skin depth

δ = 503
√

ρ/ f , (3)

where f is frequency (unit is Hz) and ρ is resistivity (unit is �m),
is typically used to evaluate the maximal exploration depth at the
given signal frequency as 1.5 δ (Spies, 1989). In a layered medium,
the resistivity ρ is replaced by an effective resistivity ρ̃ (Spies 1989;
Huang 2005).

In 2-D media, the diagonal impedance tensor elements are zero
(Zxx = Z yy = 0) given that x is the strike direction of the 2-D
geological structure and y is the profile direction. The apparent
resistivities (ρxy/yx ) and phases (ϕxy/yx ) defined by Zxy (transverse
electrical, TE mode, with currents flowing in x-direction) and Zyx
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(transverse magnetic, TM mode, with currents flowing in y- and
z-directions) are used to estimate the general resistivity distribution:

ρxy/yx = 1

μ0ω

∣∣Zxy/yx

∣∣2
, (4)

ϕxy/yx = tan−1

(
Im

(
Zxy/yx

)
Re

(
Zxy/yx

)
)

(5)

where μ0 and ω are permeability of free air and angular frequency.
In areas where the strike direction is not well defined, inversion of
determinant impedance data is more suitable to suppress 3-D effects
in 2-D models (Perdersen & Engels 2005) than inversion of biased
TE- or TM-mode data. Here, the determinant impedance is defined
as

ZDET = √
Zxx Z yy − Zxy Z yx . (6)

2.2 Electrical resistivity tomography

Use of ERT dates back as far as the beginning of geophysics and
originally was used to distinguish oil-saturated from water-saturated
formations in hydrocarbon exploration (Schlumberger 1939). In
near-surface geophysics, the ERT method has been used for hy-
drogeological, mining and geohazard investigations (Daily et al.
2005). In ERT measurements, a direct current (I) is injected into the
ground by means of two electrodes (one can be far away from the
measurement area), and a potential difference or voltage (U) owing
to this current flow is measured between two potential electrodes.
The Wenner, dipole–dipole, Schlumberger and gradient (Dahlin &
Zhou 2006) electrode configurations are commonly used for ERT
surveys (Zonge et al. 2005). ERT data are presented as pseudo-
sections of apparent resistivity or resistance, which are defined as

ρa = k
U

I
(7)

or

R = U

I
, (8)

respectively. Here, k is a geometric factor, which depends on the
array type and electrode spacing. These measurements are geomet-
rically weighted averages of the true resistivity distribution of the
subsurface.

For current injection in a homogeneous Earth, the section of the
earth above the median depth of investigation (Loke 1999) has the
same influence on the measured potential as the section below. This
determines roughly to which depth anomalous geological structures
can be investigated using a given array type (Loke 1999), and the
maximal depth of investigation differs from array to array.

2.3 Inverse theory

We used the code Electro-Magnetic Inversion using Least Intri-
cate Algorithms (EMILIA, Kalscheuer et al. 2008, 2010) for our
implementation, carrying out synthetic tests and inverting the field
data. EMILIA uses the finite-difference method to solve the Poisson
equation (Dey & Morrison 1979; Kalscheuer et al. 2010) and the
Helmholtz equations (Siripunvaraporn & Egbert 2000; Kalscheuer
et al. 2008) for the ERT and RMT methods, respectively.

In an inverse problem, an objective function of the form (Menke
1989; Kalscheuer et al. 2010):

� (m, λ) = (d − F [m])T W T
d W d (d − F [m])

− Q∗
d + λ(m − mr )T W T

m W m (m − mr ) , (9)

is to be minimized with regard to the set of model parame-
ters contained in the model vector m = (m1, . . . , mm)T . d =
(d1, . . . , dN )T is a vector containing N field data points (including
RMT and ERT data), and the vector F[m] contains the correspond-
ing forward responses computed for a given model m. For RMT,
the responses are apparent resistivity and phase, and for ERT, the
response is apparent resistivity or resistance (for our application, we
chose resistance as will be presented later). The superscript T de-
notes matrix transposition. W d = diag(σ−1

1 , . . . , σ−1
N )T is a data

weighting matrix, where σi is the standard deviation of the observed
data. WT

mWm = αy∂
T
y ∂ y + αz∂

T
z ∂ z is the model regularization op-

erator, which controls the simplicity of the inversion model m and
contains vertical and horizontal smoothness operators ∂ y and ∂ z , re-
spectively, with manually adjustable weights αy and αz (Kalscheuer
et al. 2010). mr is a reference model, which is constructed from
a priori information. The Lagrange multiplier λ balances data fit
and model simplicity. Q∗

d is the target data misfit.
We use the following definitions of data misfit Qd and root mean

square error (RMS) (Kalscheuer et al. 2013):

Qd,sw [m]= Nd∑Nds
j=1

∑N j

i=1

(
1

w j i

)2

∑Nds

j=1

∑N j

i=1

(
1

w j i

d ji −Fji [m]

σ j i

)2

(10)

and

RMS =
√

Qd,sw [m]

Nd
, (11)

where Nd is the total number of data points, Nds is the number of
data sets, Nj is the total number of data points in data set j, wji is
data set weighting factor and σ j i is the standard deviation of dji.

By linearizing the forward operator in the vicinity of the model
of iteration k, mk , the original problem of minimizing the function
�(m, λ) is simplified to minimizing a function �quad(m, λ) which
is quadratic in mk+1 (Menke 1989),

�quad (mk+1, λ)

= (d − F [mk] − J (mk+1 − mk))T

× W T
d W d (d − F [mk] − J (mk+1 − mk))

−Q∗
d + λ(mk+1 − mr )T W T

m W m (mk+1 − mr ) , (12)

where J = { ∂ Fi [mk ]
∂m j

}m=mk is the Jacobian matrix of partial deriva-

tives consisting of N rows and M columns. Thus, i = 1, . . . , N and
j = 1, . . . , M.

In this work, the ERT computation of forward responses and sen-
sitivities in EMILIA has been modified to allow for fields generated
by subsurface electrodes. Two types of wavenumber selections for
Fourier transformation along the strike direction and inverse Fourier
transformation can be chosen in EMILIA (Xu et al. 2000; Xiong &
Wang 2011). F[mk] has been changed to represent either resistances
or apparent resistivities, because apparent resistivity is difficult to
be defined meaningfully when electrodes are half on land and half
under water. The corresponding formulations of sensitivities are
presented in Appendix A. The RMT modeling part in EMILIA did
not require any modification for our study.

Model error and resolution analysis is required to study model
stability and closeness of an estimated model to the true model. The
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ideal model resolution matrix is an identity matrix of size M × M,
which means all model parameters are perfectly resolved (Menke
1989). Generally, the estimated model parameters are weighted av-
erages of the true ones. Thus, the row of the model resolution matrix
that pertains to the cell under investigation has non-zero entries also
off its diagonal entry (referred to as spread; Menke 1989). Typically,
the entries of a row of the model resolution matrix are scaled by the
respective cell dimensions yielding a so-called resolving kernel.

3 S Y N T H E T I C T E S T

3.1 ERT forward response: comparison of EMILIA
and RES2DMOD

In order to evaluate our modification of the ERT part in EMILIA
with electrodes located at arbitrary positions, we compared
the forward responses computed by EMILIA and RES2DMOD

(Loke 2002) for the case of underwater electrodes. The program
RES2DMOD (Loke 1999) is a combination of the classic algo-
rithms described by Dey & Morrison (1979) and Silvester & Ferrari
(1996). The model used for comparison is originally from Loke
(2002), which was slightly modified to achieve a better comparison.
It is a two-layer model with the first layer having a resistivity of
50 �m (e.g. water) and a thickness of 100 m. The second layer (i.e.
the confining half-space) has a resistivity of 100 �m. A 10 m × 10 m
wide block with a resistivity of 2000 �m is located with its top at
5 m depth below the top of the confining half-space. In Fig. 1(a),
only the second layer is shown for a good view of the anomaly in
the model. Electrodes (red triangles) with a Wenner Alpha array
configuration and a spacing of 1 m were placed at the interface, set
as 0 m depth, between the first and second layers. The total length of
the profile is 50 m. The Wenner Alpha array, which has the strongest
signal strength among the common arrays, is normally used for field
surveys and usually just referred to as the ‘Wenner’ array (Edwards
1977). Forward responses were computed using the same mesh in

(a)

(b)

Figure 1. Synthetic model consisting of two conductive layers (interface at z = 0 m, only deeper layer shown) and a 2-D anomaly in the second layer (Fig. 1a)
and relative response differences (Fig. 1b) between ERT Wenner forward responses generated by RES2DMOD and EMILIA for the model in (a). Red triangles
indicate electrodes. In (b), the horizontal axis represents the middle position of the two potential electrodes and the vertical axis represents 0.519 times a, which
is the distance between two abutting electrodes (Edwards 1977). Note that only over limited areas, such as the anomaly and interface between layers 1 and 2 at
z = 0 m, relative differences are as high as 1.8 per cent.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/213/1/511/4331636 by SIO

 Library 0175C
 Serials user on 26 O

ctober 2018



Joint inversion illustrated on synthetic data and an application 515

(a)

(b)

(c)

(d)

(e)

Figure 2. (a) Test model deduced from single inversion of ERT field data (see below). (b) Single inversion model of RMT TE-mode data. Red triangles
represent RMT stations at the surface and white dashed line shows the approximate exploration depth of RMT signals. (c) Single inversion model of ERT
data. Black dots represent ERT electrode positions and white dashed line shows the approximate exploration depth of ERT. (d) Joint inversion model for RMT
TE-mode and ERT data. White dashed line shows the approximate joint exploration depth of RMT and ERT signals. (e)Table showing RMS misfits. The joint
inversion model can fit both data sets equally well.

the central part of the model with the anomalous block and elec-
trodes with both RES2DMOD and EMILIA (the discretization in the
outer parts of the grid towards the boundary nodes is not shown in
RES2DMOD). All the simulated data points (408 in total) show rel-
ative differences ((ρres2dmod − ρemilia)/ρres2dmod × 100 per cent) be-
tween the two codes of less than 1.8 per cent (Fig. 1b). Following the
plotting convention for pseudo-sections of the Wenner Alpha array,
the horizontal position and depth of each data point are calculated
as the midpoint between the potential electrode and 0.519 times the
electrode spacing, respectively (Edwards 1977).

3.2 Inversion: synthetic example for single
and joint inversions

Before presenting the use of the modified implementation for the
field case study, a synthetic example is shown. A test model (Fig. 2a)

was abstracted from the single inversion result of the ERT field data
(shown later). In the model, very conductive sea water with a resis-
tivity of 1.38 �m exists at shallow depth in the central part (160–600
m) of the profile overlying bedrock with a resistivity of 1000 �m.
A fracture zone (100 �m) that extends from 600 to 650 m along
the profile and dips to northwest at an angle of about 50◦ from
the horizontal is contained in the model (since the code only can
use rectangular mesh, the fracture zone has step-like boundaries).
The positions of RMT and ERT stations are marked by red trian-
gles and black dots, respectively (Figs 2b and c). On the lake, the
RMT station spacing is around 10 m and, on land, it varies from
20 to 40 m (yielding 52 stations in total). However, the frequency
range is fixed from 14 to 250 kHz (nine frequencies equally dis-
tributed in log space). ERT data were generated for a gradient array
type. The spacing between two adjacent electrodes is 5 m. The
total length of the ERT cable is 790 m (as for the field example,
data from 156 electrodes were used and data from one electrode
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were discarded owing to coupling problems or instrumental mal-
functioning). EMILIA was used to model the RMT responses on
the surface including water and land data and the ERT responses
on land and at the bottom of the water body. Then, we contami-
nated the synthetic data with Gaussian noise of 5 per cent on ERT
resistance, 10 per cent on RMT apparent resistivity and 2.29◦ on
RMT phase data, which are on levels comparable to those observed
in our field data. Note that the noise levels selected for the RMT
apparent resistivities and phases correspond to a 5 per cent noise
level on the impedance tensor elements. This corresponds to 5 per
cent on ERT resistance data, if we assume that the errors in the RMT
measurements are mainly in the electrical field. An experiment was
carried out to compare the differences between individual and joint
inversions with the synthetic data sets.

Only the joint inversions of RMT TE-mode and ERT data are
shown in this paper. For the RMT TM mode and the ERT method,
the directions of current flow in a 2-D model are relatively similar
with current flowing exclusively and predominantly, respectively, in
the plane of the profile (i.e. perpendicular to the strike direction in
both horizontal and vertical directions). Thus, including RMT TM-
mode and ERT data in a joint inversion may lead to inclusion of
relatively similar model constraints. Hence, joint inversion of RMT
TE-mode and ERT data, where the current flows are perpendicu-
lar and predominantly parallel (owing to the use of point sources,
there is an additional component of ERT current flow along the
strike direction) to the plane of the profile, respectively, leads to
more complementary model constraints than joint inversion of RMT
TM-mode and ERT data. However, RMT TM-mode and determi-
nant data results are shown in Appendix B together with a discus-
sion of the preferred use of the TE-mode data in the joint inversions.
The single inversion model of the RMT TE-mode data is shown in
Fig. 2(b). The shape of the water body is resolved. However, the
fracture zone is not clearly resolved. The individual inversion of
ERT data gives a similar result (Fig. 2c). White dashed lines repre-
sent the maximal exploration depths of the RMT and ERT data sets
in the models estimated using Spies’ (1989) method and Dahlin
and Zhou’s (2006) method, respectively. The maximal RMT ex-
ploration depth was estimated using the lowest signal frequency of
14 kHz and the vertical resistivity section underneath each station.
However, rather than using 1.5 skin depths as proposed by Spies
(1989) to estimate the depth to which structure can be detected, we
employed one skin depth to retrieve a conservative estimate for the
depth to which the model is well constrained by the data. The joint
inversion of RMT TE-mode and ERT data generated a model very
similar to the true model (Fig. 2d). Both water and fracture zones
are more accurately reconstructed than in any individual inversions.
Especially, the dipping angle of the fracture zone is clearly evident.
The contrast between the dipping conductor at 150 m distance and
its surroundings is not particularly well pronounced. We would not
interpret it as a fracture zone, and this feature may mainly be caused
by the noise we added to our synthetic data.

4 C A S E S T U DY

In the frame of the TRUST (TRansparent Underground STructure;
TRUST 2013) project, boat-towed RMT and lake-floor ERT data
were collected. The main aim of the project is to develop and im-
plement methods and techniques to obtain more accurate models
for planning, designing and constructing urban underground trans-
portation systems, such as tunnels, subways and trams (Bastani et al.
2015; Brodic et al. 2015; Malehmir et al. 2015; Brodic et al. 2017;

Mehta et al. 2017). Äspö was chosen as one of several common sites
for testing the effectiveness of the combined use of geophysical,
geochemical and hydrological methods. Boat-towed RMT (Bastani
et al. 2015) and lake-floor ERT surveys (Dahlin et al. 2014), among
other methods, were carried out in May 2015 with the objective
of imaging geological structures below a lake individually and in
combination.

4.1 Geological setting

Äspö is located approximately 30 km north of the Oskarshamn
archipelago near the shoreline of the Baltic Sea in southeastern
Sweden (Fig. 3). Granitic rocks and diverse types of fractures or
fracture zones dominate the site (Cosma et al. 2001). Most frac-
ture zones at Äspö are a result of reactivation of older structures
and appear mainly brittle. The style of such fracture zone tends
to depend on the nature of any older structure being reactivated
(Stanfors et al. 1999). The lake where we performed our measure-
ments is connected to the Baltic Sea through a narrow water chan-
nel. In the northernmost part of the site, the Äspö HRL operated
by SKB (Swedish Nuclear Fuel and Waste Management Company)
is located. A nuclear power plant is about 500 m away from the
surveyed line. An underground tunnel (partly shown as an NNW
trending blue solid line in Fig. 3b) plunging at about 14 per cent
over a length of about 1500 m connects the surface to the HRL as
well as various smaller tunnels, ramps and one main shaft (Almén
& Stenberg 2005).

Based on the information obtained during tunnel construction, an
NE-SW running fracture system (known as NE-1) exists below the
northern end of the RMT lake profile (Fig. 3b). It can be regarded
as a southern boundary to the laboratory and plays an important
role for the geometries of the fractures and deformation zones that
formed at the Äspö HRL site (Berglund et al. 2003). At about
1300 m along the access tunnel, the NE-1 fracture system is in-
tersected at approximately 180 m below ground surface (Almén &
Stenberg 2005). Three main subsets comprise the fracture system
and are about 60 m wide in total (Berglund et al. 2003; Rhén et al.
1997). The two southernmost subsets, trending NE and dipping to
NW, can be described as highly fractured and hydraulically conduc-
tive zones (Stanfors et al. 1999; Makurat et al. 2006). The northern
subset, approximately 28 m wide, is the most intensely fractured
part of NE-1 and produced significant inflow of water to the tun-
nel during the construction phase (Stanfors et al. 1999; Makurat
et al. 2006; Almén & Stenberg 2005). Diorite, fine-grained granite
and greenstone are the main host rocks of the zone (Stanfors et al.
1999; Berglund et al. 2003). The central part of NE-1 is strongly
altered to clay. Since NE-1 is strongly water bearing, various other
fractures around the zone with various orientations (Fig. 3b) are
also water bearing (Berglund et al. 2003). The water is a mixture
of non-saline and brackish sea water (Wikberg et al. 1991). The dip
of the NE-1 fracture zone in the tunnel intersection and adjusted by
cored boreholes is about 65◦ with uncertainty, because information
gaps exist between the tunnel and the boreholes (Berglund et al.
2003). Further away from the tunnel and boreholes, the complex
geological characteristics of the zone are only poorly determined.
Furthermore, the NE-1 fracture zone is not exposed at the surface.
Hence, geophysical information becomes especially important for
resolving its extent and geometry (Berglund et al. 2003).

Three fracture zones namely EW-7, NE-4 and NE-3 in the south-
ern half of the RMT profile below the lake (Fig. 3b) were indicated
by refraction seismic (not publically available) and borehole data
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Figure 3. (a) Areal photo (Google map) and (b) geological map of the case study area (courtesy of SGU). RMT profiles are marked by different symbols with
different colours. The RMT profile used for the joint inversion is marked by red circles on the lake and pink triangles on the land. ERT data were measured
only for one profile, marked by green dots. Positions of fracture zones, which are documented by SKB, are shown in (b). However, they are projected to the
ground surface based on limited tunnel and borehole observations combined with lost low-resolution geophysical data. The bedrock is mainly granitic. The
general topography of the land part is approximately flat.

(Wikberg et al. 1991; Stanfors et al. 1999; Rhén et al. 1997). The
NE-4 fracture zone trends NE and consists of two continuous subsets
with an approximate width of 40 m. In the access tunnel, the NE-3
fracture zone is 49 m wide. It dips steeply towards NNW (Stanfors
et al. 1999). Geological information suggests the existence of the
fracture zone EW-5 (Fig. 3b, Wikberg et al. 1991); however, it can-
not be observed in the tunnel. In our study, new geophysical data
along with bathymetry data and water resistivity measurements are
used in 2D inversions to delineate the shape of the NE-1 fracture
zone and others that are inferred such as EW-5.

4.2 Data acquisition and quality

The instrument Enviro-MT (Bastani 2001) developed at Uppsala
University (UU) was used for RMT data acquisition. This system
was upgraded to a boat-towed data acquisition system in 2015 thanks
to the collaboration between UU and the Geological Survey of
Sweden (SGU, Bastani et al. 2015). In our field measurements,
the RMT station spacing was not fixed. On the lake the spacing
was around 10 m, but on land the spacing varied from 20 to 40
m depending on where sufficient space was available to place the
RMT system (Fig. 3a) resulting in 52 RMT stations in total. The
signal frequency range of the received Very Low Frequency and
Low Frequency radio transmitters is from 14 to 250 kHz, which as
a result of further processing following Bastani & Pedersen (2001)
gave nine frequencies equally distributed in log space. Compared
to the land part, the RMT data acquisition on the lake was very
efficient. Within two and a half hours, all the RMT stations on

the lake were surveyed (Fig. 3a). However, two days were used to
acquire the land RMT data (Fig. 3a). RMT stations surveyed and
used for joint inversion are marked by red circles on the lake and
pink triangles on land.

The instrument Terrameter LS, designed by ABEM, was used
to carry out ERT data acquisition using a multiple gradient array
(Dahlin & Zhou 2006). The spacing between two adjacent elec-
trodes was 5 m and the ERT electrode spread was 635 m long. The
survey line was extended by roll-along to a total length of 790 m
(after editing, data from 156 electrode positions out of a total of 157
electrode positions could be used). However, since the multielec-
trode cable was placed along the lake floor combined with some
parts on land, the horizontal distance is 783.5 m along the profile.
Along the lake floor, the electrode outlets of the cable were placed
in the sediments (the electrode cable sank into the sediments when
it was unrolled from a boat, because its density is higher than that
of water). Since this provided sufficiently low coupling resistance,
connecting electrodes to the cable was rendered unnecessary. The
cable outlets on land were connected to plate electrodes, which
were buried where glacial sediments were present and attached on
the granite bedrock with a conductive gel on outcrops. More details
of the ERT data acquisition can be found in Ronczka et al. (2017).
ERT stations used for joint inversion are marked by green dots in
Fig. 3(a).

The field data sets are shown in Fig. 4. The RMT TE-mode appar-
ent resistivity and phase data collected on water suggest that the sea
water (characterized by the signals with frequencies >100 kHz) has
even higher resistivity than the underlying sediments (characterized
by the 50–100 kHz signals; Figs 4a and b), which together with
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(a)

(c) (d)

(b)

Figure 4. Field measurements along the coincident RMT and ERT profiles: (a) RMT TE-mode apparent resistivity data, (b) RMT TE-mode phase data, (c)
ERT resistance data and (d) elevation of lake floor. The lake-floor sediments have lower resistivity than water which reflects in RMT apparent resistivity (panel
a) at frequencies of 50–100 kHz and at 300–500 m distances along the profile being lower than at the highest frequencies, which penetrate only into water.

the sea water strongly reduced the penetration depth of the RMT
signals (eq. 3). The total thickness of water and sediments is small
(<3.5 m) along 50 per cent of the part of the profile covered by wa-
ter, for example, at 380–600 m distance along the profile (Fig. 4d),
and around 20 per cent of the RMT stations are on land. There-
fore, the RMT data can provide useful information for modeling the
underlying resistive bedrock and the lake sediments. Our vertical
magnetic transfer function data are not of sufficiently high quality
to be used in the interpretation (convergence is bad when inverting
magnetic transfer function data). Since the ERT cable was placed
on the lake floor, the ERT penetration depth in the underlying resis-
tive basement is not affected strongly by the overlying conductive
water. The ERT data in Fig. 4(c) show low-resistance values in the
centre of the line and high-resistance features at both ends of the
line corresponding to outcropping bedrock. Before the data sets
were inverted, noisy data were removed. Owing to the diffusive and
integrative natures of EM and electrical fields, the criterion for re-
moving data points was deviation from smooth response variation.
For the inversion, a 10 per cent relative error floor was used for the

RMT apparent resistivity data (30 per cent relative error floor was
used for the land RMT apparent resistivity data to avoid influence
from static shift), an absolute error floor of 2.29◦ was used for RMT
phase data, and a 5 per cent relative error floor was used for the
ERT data.

4.3 RMT strike analysis

Based on the relevant geological information and previous studies
of the site, the RMT data acquisition parameters (profile orientation
and station spacing) were carefully chosen to resolve possible frac-
ture zones (Fig. 3). However, dimensionality, distortion and strike
analysis of the RMT data needs to be done to decompose the RMT
field data into TE- and TM-mode data. A number of publications
discussed the strike rules for the magnetotelluric impedance tensor
in details (e.g. Zhang et al. 1987; Jones & Groom 1993). In our
study, the method proposed by Zhang et al. (1987) was used for
dimensionality, distortion and strike analysis by calculating distor-
tion parameters and strike directions from the impedance tensor
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(a)

(b)

Figure 5. (a) Strike directions calculated with the method proposed by
Zhang et al. (1987). (b) Swift skews. Both of them show the structure
underneath the research area is 2-D with a preferred strike direction of
83◦ East with regard to the profile direction used in the field (corresponding
to 75◦ East of geographic North).

and evaluating the fit of the distortion model to the field data. When
applying this method to the RMT data, independent strike angles
are obtained for each station and frequency. For our data, only one
preferred direction of strike shows in a cumulative rose diagram
(Fig. 5a), which is 83◦E. Since we oriented the sensors of both
the land and boat-towed RMT stations parallel and perpendicular
to the profile direction, this strike direction is relative to the pro-
file direction, and it corresponds to 75◦ East of geographic North.
Swift (1967) skews of all of our RMT data (Fig. 5b, except for the
impedance tensor of one station at the lowest signal frequency) are
lower than 0.2 and most of them are lower than 0.1. Therefore, our
RMT data can be considered to represent a 1-D/2-D structure and
3-D effects should not become problematic in 2-D inversions and
in later interpretation of the 2-D resistivity model. According to
Fig. 3(b), the RMT profile used for joint inversion is almost perpen-
dicular to the speculated fracture zone orientation. Since the field
measurements were well designed using the available fracture zone
information and the joint inversion of RMT and ERT data requires
coincident profile directions, it turned out that there was no need for
rotation of the reference coordinate system to the strike direction.
However, projection of the first five station locations onto a model-
ing profile perpendicular to the strike direction at the southeastern
end was needed, because these stations are 35–50 m away from the
profile (Fig. 3a).

4.4 Single and joint inversion results

We carried out the inverse modeling in two steps. In the first step, we
performed an Occam inversion using regular smoothness constraints
(Constable et al. 1987; Menke 1989) with a variable Lagrange mul-

tiplier and a 100 �m half-space initial model. In the second step, the
final inversion model from step one was then used as a new initial
model in an Occam inversion with additional Marquardt–Levenberg
damping. Here, the Langrage multiplier for the smoothness con-
straint is kept fixed at the value that gave the lowest RMS in step
one, while an optimal damping factor (values varied from 100.0 to
102.8 in our inversions) is determined in each iteration using a line
search. Note, in a few cases using the average resistivity of the final
inversion model from step one as a new initial model for step two
resulted in a better data fit. Consequently, we considered this model
for further considerations.

The models from individual and joint inversions of the field data
are shown in Fig. 6. Both individual inversions show a conductive
water body, more conductive sediments saturated with saline water
below the water body (ERT electrodes positions mark the water
bottom in Fig. 6b) and a high-resistivity feature below the lake floor
in the central part of the profile (at approximately 400 m along the
profile) most possibly correlating with the small island east of the
profile (Fig. 3). Besides, two low-resistivity zones (possibly frac-
ture zones) appear at distances of 200–350 and 550–700 m along
the profile in both single inversion models (Figs 6a and b). Com-
paring the two models (Figs 6a and b), the RMT data provide more
information of the possible fracture zone at 550–600 m distance
along the profile than the ERT data (white dashed lines indicate
exploration depth in both models). However, there is a strong sim-
ilarity between the conductive structures in both models. The joint
inversion model (Fig. 6c) shows two relatively conductive zones
at 550–700 m distance along the profile. Both of them are above
the exploration depth (the white dashed line, which is the maximal
exploration depth of the joint RMT and ERT data sets). The same
consideration of exploration depth is suitable for the conductive
zone at 200–350 m distance along the profile. The RMS misfits
(in panel d of Fig. 6) of the joint and single inversion models are
comparable; however, the joint inversion model can fit two different
geophysical data sets simultaneously and more detailed structures
are introduced in the model. This is because the null space (i.e.
the part of the model space which is not determined by the data,
e.g. Menke 1989) corresponding to the RMT TE data can partly be
resolved by the ERT data and vice versa. This is also well proven by
another experiment as follows. The models from single inversions
of RMT and ERT data were used as initial models for single inver-
sions of the ERT and RMT data, respectively, providing initial RMS
misfits of 9 in either case. Considering the final RMS of 2.9 in the
joint inversion (Fig. 6) implies that a single inversion model from
one data set does not explain the other data set well, because each
data set has its own limitations. In such a situation, joint inversion
plays a key role to reduce the null space due to the differences in
data coverage, sensitivity and noise influences.

Although TE-mode data were chosen for this study, TM, TE and
TM, and determinant data were also inverted for 2-D models. In
Appendix B, single inversion models of TM-mode and determi-
nant impedances and joint inversions combined with ERT data are
presented (see also Fig. B3).

4.5 Weighting of data sets and smoothness constraints

ERT and RMT data sets usually have different data point densities
and different sensitivities to model structures and are affected dif-
ferently by 3-D anomalies implying the need of different weights
on the ERT and RMT data sets (Kalscheuer et al. 2013; Sudha et al.
2014). Since the ERT data set has more data points and better data
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(a)

(b)

(c)

(d)

Figure 6. Inversion of field data: (a) Inversion model computed from RMT TE-mode data. (b) Inversion model computed from ERT data. (c) Joint inversion
model for RMT TE-mode and ERT data. (d) Table showing RMS. Separate RMS values from joint inversion are slightly higher than those of the single
inversions. However, the model fits both data sets with acceptable RMS.

coverage than the RMT data set, more weight on the ERT data set
only results in the joint inversion model being close to the ERT
single inversion model (Fig. 7a). The RMS values of the individual
data sets also prove that the joint inversion is dominated by the
ERT data (see the caption of Fig. 7). Moreover, higher weight on
the RMT data set leads to inclusion of more information from the
RMT data, which is superior to resolve conductors (in our case the
possible fracture zone). Joint inversion with two times more weight
on the RMT data set shows two conductive zones at 550–700 m
distance along the profile (Fig. 7b). Those two conductive zones
are consistent with the ones in the inversion (Fig. 6c) without any
weighting. Other weights (1.5:1, 3:1 and 4:1) were also tried without
giving better results than the one shown.

Effects of different weights on the horizontal and vertical smooth-
ing of the model (Kalscheuer et al. 2010) were also evaluated us-
ing weights of one on both data sets. More weight on horizontal
smoothing was used to generate structures that are extended pre-
dominantly in the horizontal direction. Twice more weight on hori-
zontal smoothing than on the vertical smoothing did not smear out
any of the vertical conductive zones at 550–700 m distance along
the profile (Fig. 7c) suggesting that these conductive zones are re-
quired by the data. In this test with increased weight on horizontal
smoothing, using the data set weights that were previously found to
be optimal (i.e. two times more weight on the RMT data than on the
ERT data) resulted in increased RMS misfits (total RMS = 3.61,

RMT TE-mode data RMS = 3.05 and ERT data RMS = 4.32). This
seems to be related to the fact that the RMT TE-mode data and ERT
data have different sensitivities to horizontal and vertical resistiv-
ity contrasts thus necessitating adjustment of data set weights for
changes in model smoothness constraints and vice versa.

4.6 Joint inversion using an a priori model

During the RMT lake measurement, bathymetry data were also ac-
quired. The water resistivity was measured at three different depths
(Ronczka et al. 2017). A three-layer model based on the water
resistivity measurements (1.48 �m at 0.2 m depth, 1.37 �m at
3.8 m depth and 1.28 �m at 4.8 m depth.) can be used to represent
the resistivity of the lake water. This information was used as addi-
tional constraints in the joint inversion by constructing an a priori
model (mr in eq. 12). The a priori model had two structures, the
water body with three layers and the rest of the model consisting
of bedrock with a resistivity of 225 �m. The geometry of the low
boundary of the water body in the a priori model was controlled by
the bathymetry data. The bedrock resistivity in the a priori model
was the average apparent resistivity value of presumed bedrock
structure in the joint inversion models in Figs 6(c) and 7(a)–(c).
Since the water resistivity was known at three different depths, it
was fixed in the hope that this would constrain the remaining model
parameters to find representative values. However, below the lake
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 7. (a) Joint inversion model using weight on ERT data two times higher than on RMT data. Apparently, this inversion is dominated by ERT data set. (b)
Joint inversion model using weight on RMT data two times higher than on ERT data. Since the ERT data set has a higher number of data points, higher weight
on the RMT data leads the joint inversion to adequately fit both data sets. (c) Joint inversion model when weight on horizontal model smoothness is twice the
weight on vertical smoothness. (d) Joint inversion model constrained with bathymetry data and water resistivity measurement. (e) Zoom-in figure of part of
the model in (d) marked by a rectangle. (f) Table showing RMS. All symbols in the subfigures are the same as in Fig. 6. All joint inversions are consistent with
regard to the conductive zones along the profile except for the ERT dominated one.

floor, more conductive sediments were observed in the inversion
models without bathymetric constraints. Hence, in implementing
the bathymetric constraints, the smoothness constraints along the
lake floor were removed to guarantee the free change of the model
parameters across the lake floor. By this way, the water resistivity
and the lake floor depth were introduced in the inversion without
influencing the parts of the model lacking the a priori information.
The two-step inversion strategy presented in Section 4.4 was used.

The initial model in step one is the a priori model built from the
available information, and the a priori model and smoothness con-
straints constructed according to water resistivity, average apparent
resistivity and bathymetry were used in both inversion steps.

The joint inversion model of the RMT TE-mode and ERT data
constrained by bathymetry and measurements of water resistiv-
ity (Fig. 7d) is similar to the results without these constraints. In
this model, the shape of the lake-floor sediments is more focused
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(Fig. 7e). Also, the bedrock surface is better defined (as compared
to the other joint inversions) and the resistivity values of bedrock
are more representative of crystalline rocks (mostly above 10 000
�m). The conductive zones at 550–700 m distance along the pro-
file are at least as well resolved as in the other joint inversions. In
this inversion, the weights of the RMT TE-mode and ERT data sets
and of the horizontal and vertical smoothness constraints were set
to one. In alternative inversions using weights deviating from one
(results not shown), the RMS misfits were higher.

4.7 Evaluation of inversion models

We evaluate the joint inversion results by analysing (1) the explo-
ration depth (already shown above), (2) the data misfit for each
data point and (3) model resolution and error estimates. Data mis-
fits ((dfield − demilia)/σfield, where σfield represents data uncertainties)
are displayed for all the inversion models in Figs 8 and 9. In gen-
eral, the RMT phase data have better fits than the RMT apparent
resistivity data (Fig. 8). Compared with the RMT data misfit val-
ues (Fig. 8), the ERT data misfits are lower (Fig. 9). Importantly,
joint inversion models without bathymetric and water resistivity
constraints show data misfits comparable to those of the single in-
version results (Figs 8 and 9). In particular for the RMT data, the
joint inversion with bathymetric and water resistivity constraints
shows higher RMS than the single inversions. However, a careful
look at the data differences suggests that the higher frequency data
corresponding to the water layer apparently show higher misfits
(Fig. 8f). This is likely because the assumption of a three-layer
water resistivity model is not accurate enough. A one-layer model
was tested using an average of the water resistivities and a com-
plex model was also tested using a linear decrease of the water
resistivity with depth, but both inversions showed slightly degraded
fits compared to the three-layer model. The conductive zones at
500–700 m distance are better resolved in the joint inversion model
computed with constraints from bathymetry and water resistivity
(Fig. 7d) yielding small data differences comparable to the sin-
gle inversion results. This feature can be observed in Fig. 8(f) and
Table 1, especially in the fit to the RMT apparent resistivity. Since
the ERT data were collected on the lake sediments, the likely inac-
curate assumption of water resistivity seems to have little influence
and a careful look at the misfit reveals the improvement of data mis-
fit (the elliptic zone marked in Fig. 9f as compared to Figs 9a–e).
Thus, the joint inversion result constrained by bathymetry and water
resistivity in Fig. 7(d) was chosen for interpretation. In general, the
joint inversion improves the details of the inverted model and results
in fitting both data sets with RMS values similar to those of single
inversions.

A model error and resolution analysis was then done for the joint
inversion model constrained by bathymetry and water resistivity in
Fig. 7(d). A model resolution analysis determines to what extent the
true model maps into an inversion model. The smaller the spread
of non-zero entries in the row of the resolution matrix around the
diagonal entry is and the higher the diagonal entry is, the better is
the model resolution provided by the data (Kalscheuer & Pedersen
2007; Kalscheuer et al. 2010, 2013). Due to the limited space,
the resolving kernels of only a few cells of the joint inversion
model constrained by bathymetry and water resistivities are shown
in Fig. 10 and the relevant information of the selected cells as well
as the linearized model errors f are listed in Table 2. Underneath the
land parts of the profile, the model resistivities are partly resolved
to a depth of about 20 m (e.g. cell a in Fig. 10a). However, the

main lobe of the resolving kernel is already vertically offset from
the investigated cell. The sediments below the lake are also rather
well resolved (cell b in Fig. 10b), but below the sediments the
corresponding resolving kernels are not focused (cells c, e and d in
Figs 10c and d) because the conductive water and sediments together
limit the penetration depth considerably. Cells representative of the
speculated fracture zones are partly resolved (cells f and g in Figs 10a
and b). However, the corresponding resolving kernels show only
positive side lobes on the cells under investigation while the main
lobes are located at shallow depth (<10 m). Possible reasons for the
limited resolution of the speculated fracture zones are noise in the
data (the RMT and ERT data are noisy in those parts, see Figs 8
and 9), the general experimental setup (one of our main targets is
located close to the NW end of the profile) and fundamental physical
equivalences (non-uniqueness of the ill-posed inverse problem).

4.8 Geological interpretation

The geological interpretation is summarized in Fig. 11(a). Three
distinct fracture zones exist at distances of 200–300 m along the
profile based on previous studies (Wikberg et al. 1991; Stanfors
et al. 1999). These fracture zones are not well resolved in our models
(EW-7 is the only one detected, Fig. 11a) because the overlying
conductive sea water and sediments limit the resolution in this part
of the profile. Following Wikberg et al. (1991) and Stanfors et al.
(1999), the fracture zones NE-3, NE-4 and EW-7 should exist in this
part of the profile. In the resistivity models shown, the sediments
above the fracture zones are more conductive than the sea water
(see also Ronczka et al. 2017). At 500–700 m distance along the
profile, the model suggests two distinct conductive zones (possible
fracture zones). The one from 500–580 m distance is likely related
to EW-5 (Wikberg et al. 1991), which was previously a poorly
constrained fracture zone. However, more information is needed to
conclusively confirm the existence of EW-5. The other conductive
zone at 600–700 m distance along the profile is most probably
related to the NE-1 fracture system. The 65◦ dip of NE-1 suggested
by Berglund et al. (2003) matches closely the models obtained by
the joint inversion (Fig. 11a). The position of NE-1 in the inversion
models matches the surface projection of NE-1 observed in the
tunnel (Figs 3b and 11a). However, the projection could be slightly
shifted compared with the real position, because it is projected
from the tunnel and limited boreholes to the ground surface and no
relevant observation is available on the ground surface.

A synthetic model (Fig. 11b) was designed based on these in-
terpretations to evaluate the suggested resolution properties of the
joint inversion model. Synthetic lake-floor ERT and RMT data sets
were generated at the same observation positions as the field data
and contaminated with noise corresponding to the data error floors
used in the inversions of the field data. Furthermore, the same data
editing was used in subsequent inversions to better understand the
inversions of field data. The results of single inversions (Figs 11c
and d) and joint inversion (Fig. 11e) of the synthetic data reflect
well how the field data were modeled in the single and joint in-
versions. The RMT single inversion resolved the facture zone at
600–700 m distance. Because of the low data coverage and struc-
tural complexity of the fracture zones at 500–700 m distance, the
ERT single inversion has only incorrectly predicted one fracture
zone (Fig. 11d). The joint inversion, however, resolves both fracture
zones (Fig. 11e). The approximate maximal penetration depth of
the combined data sets is also presented in Fig. 11(e) to evaluate the
joint inversion results.
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Figure 9. Normalised data differences between field and modeled ERT data for the same [except for the single inversion in (a)] inversion models as considered
in Fig. 8. Joint inversions have RMS misfits comparable to the single inversion. The data marked by an ellipse at 600 m along the profile cause high misfit.
Apparently, the joint inversion constrained by bathymetry and measurements of water resistivity shows the best fit over this area.

Table 1. Averages of data differences shown in Fig. 8. However, the three highest frequencies mainly relating to saline
water are excluded in order to have a better comparison among the different types of inversion (cf. main text). The
constrained joint inversion (Fig. 8f) has obviously the smallest data differences compared with the single inversion
(Fig. 8a).

Data differences Fig. 8(a) Fig. 8(b) Fig. 8(c) Fig. 8(d) Fig. 8(e) Fig. 8(f)

Average ρ difference 2.08 2.59 2.78 2.43 2.83 1.93
Average ϕ difference 0.79 1.16 1.91 0.94 1.26 1.24
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Figure 10. Resolving kernels for seven model parameters (a–g) of the joint inversion model constrained by bathymetry and water resistivity measurements
in Fig. 7(d). The considered cells are marked by white diamonds in the figure panels. The red crosses depict the centres of resolution and the horizontal and
vertical resolution lengths (Kalscheuer & Pedersen 2007). The isolines are the logarithmic resistivity values of the model in Fig. 7(d). Two cells are shown in
one subfigure to take less space. Model parts with low resolution show a shift between the investigated cells (diamonds) and the main lobes of the resolving
kernels (cell d as an example).

Table 2. Positions (yc, zc) and extents (�y, �z) of the cells chosen for
model error and resolution analyses as well as linearized error factors f of
the resistivities of these cells. Resolving kernels are depicted in Fig. 10.

Cell lable yc zc �y �z f

a 100.2 13.2 4.9 2.1 1.09
b 199.6 18.5 5.0 3.4 1.10
c 299.4 22.3 5.0 4.3 1.10
d 449.1 27.2 5.0 5.4 1.10
e 499.1 22.3 5.0 4.3 1.10
f 548.7 18.5 5.0 3.4 1.13
g 597.7 13.2 5.0 2.1 1.08

5 D I S C U S S I O N A N D C O N C LU S I O N S

5.1 Lake-floor ERT and boat-towed RMT joint inversion
and useful techniques

For the first time, a joint inversion of boat-towed RMT and lake-
floor ERT data has been implemented based on a few modifications

of an existing joint inversion code and a well-designed field case
study. The implementation was tested with both synthetic and field
data sets. All the results demonstrated that the joint inversion of
boat-towed RMT TE-mode and lake-floor ERT data performs bet-
ter than individual inversions. This is mainly due to: (1) lake-floor
ERT and boat-towed RMT data together lead to improved data cov-
erage of geological targets. (2) The sensitivities of the two methods
complement each other (Candansayar & Tezkan 2008; Kalscheuer
et al. 2010). (3) The two methods are affected differently by noise.
This also explains why a joint inversion model can fit both data sets,
but the model inverted from one data set cannot explain the other
data set.

The inversion code EMILIA offers two different weighting
schemes. One allows modifying the weights of different data sets
and the other one allows modifying the weights on smoothness con-
straints in horizontal and vertical directions. Stronger weight on
the data set, which has the lower number of data points, combines
information from both data sets more evenly and results in a model
that can explain both data sets (Fig. 7b). Weighting of smoothness
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 11. (a) Interpretation of joint inversion model in Figure 7(d) with possible positions of fracture zones EW-7, NE-4, NE-3, EW-5 and NE-1. Black thick
arrows on top of the model section mark the positions of the fracture zones along the profile based on the previous studies shown in Fig. 3. Black lines at
depth mark interpreted boundaries of fracture zones as inferred from the model in panel (a). (b) Test model generated with main structures from joint inversion
model constrained by bathymetry and water resistivity measurements at 500–700 m distance and from previous studies at 200–350 m distance (EW-7 could
be observed in our model). (c) Single inversion model of synthetic RMT TE-mode data. (d) Single inversion result of synthetic ERT data. (e) Joint inversion
model of synthetic RMT TE-mode and ERT data. (f) Table showing RMS. The joint inversion model fits both data sets reasonably well and shows the highest
level of detail among all the inversions.

constraints in different model directions is often required to explain
data properly and, thus, it may eliminate artefacts produced by in-
version with equal weights. In this study, this technique was used
to remove possible artefacts in the vertical direction of the model
(Fig. 7c). However, this did not influence the conductive zones at
550–700 m distance along the profile, i.e. the fracture system NE-1
and the possible fracture system EW-5 (Fig. 7c), which were already

observed in the model in Fig. 7(b). This supports the hypothesis that
the fracture zones NE-1 and EW-5 are resolved.

A priori information provides known model structure to the in-
version, such that ambiguity can be reduced in those parts of the
model that are related to the a priori information (Siripunvaraporn
et al. 2005). This may lead to more accurate estimates of the model
parameters that were determined with higher uncertainty without
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Figure 12. Comparison between the joint inversion models inverted with boat-towed RMT data and without boat-towed RMT data. (a) Joint inversion with
boat-towed RMT data, the figure is also shown in Fig. 6(c). (b) Joint inversion without boat-towed RMT data. (c) Table showing RMS. Both inversions have the
same setup with regard to mesh, weighting and smoothness constraints. Apparently, boat-towed RMT data contribute information to the joint inversion model
underneath the shallow water parts.

using a priori information. In the joint inversion using a priori
information, the water resistivities, obtained from direct measure-
ments, were fixed. Additionally, the smoothness constraints were
decoupled along the lower boundary of the water body in order to
correctly estimate the resistivity and thickness of the conductive
lake sediments. All those setups together improved the inversion
results for the fracture systems (Fig. 7d).

5.2 Evaluation of joint inversion and interpretation

Exploration depth investigations, data misfit analyses and model
resolution and error analyses were our main methods to evaluate the
inversion models which had a reasonable RMS. Using only RMS
as a standard evaluation tool is far from being sufficient. The well-
constrained part of an inversion model is distinguished by being
located within the depth of penetration range and represented by
data with low misfit, focused model resolution and reasonably low
model errors (Figs 7d, 8f and 9f and Tables 1 and 2). In this way, the
well-constrained part of the model is deemed to be representative
of the subsurface structures.

One fracture zone (NE-1) is well delineated in this study (fracture
zones EW-5 and EW-7 are also inferred although with a lower level
of confidence) using the joint inversion approach applied to the boat-
towed RMT and lake-floor ERT data sets. A synthetic test based on
the interpretation results and another test just incorporating land
RMT data (Fig. 12) proved that the joint inversion of the boat-
towed RMT and lake-floor ERT data was indeed capable of resolving
fractures in the bedrock. Detailed information about the geometry
of three fracture zones (NE-1, EW-5 and EW-7) together with thick
sediments at 200–300 m along the profile are new useful findings
for SKB to consider in their ongoing research and can be drilled to
be confirmed. However, the fracture zones NE-3 and NE-4 below
the deep water and thick sediments cannot be resolved, because
resolution underneath the conductive water and more conductive
sediments is dramatically reduced. The promising results from the

case study indicate that using boat-towed RMT and lake-floor ERT
together would have higher resolution, if water and sediments were
less conductive.

5.3 Prospect for lake-floor ERT and boat-towed
RMT joint inversion

With increasing population, higher demands will be imposed on fu-
ture transportation systems not just on land but also under lakes and
rivers. In Sweden, an area of about 40 000 km2 is covered by inland
water, constituting around 95 700 lakes. Inevitably, parts of the trans-
portation system have to pass either over or under the water. In the
planning phase, site investigations of these areas will benefit from
boat-towed RMT to design the optimal profile for lake-floor ERT,
because boat-towed RMT is much more efficient than ERT. Then,
the boat-towed RMT and lake-floor ERT joint inversion can fur-
ther be used to map the most interesting area. This joint approach is
more capable of resolving weakness zones effectively, for examples,
unconsolidated sediments, faults and fracture zones, than single-
method investigations based on either ERT or RMT. Thus, joint in-
version of lake-floor ERT and boat-towed RMT data is a better way
to improve model resolution in investigations of geological structure
below shallow water bodies with those two geophysical methods at
the present stage. This method can effectively resolve underwater
structures and reduce the cost of pre-investigations in underwater
infrastructure planning. For deeper (>10 m depending on the case)
and conductive (<5 �m) water bodies, the RMT method will not
provide sufficient depth penetration to explore structures below the
water bodies. In such cases, a combination of boat-towed controlled-
source RMT (in the frequency range of 1–10 kHz, Wang et al.
2017), or boat-towed transient EM with a transmitter loop of ade-
quate size (e.g. Barrett et al. 2005; Hatch et al. 2010; Mollidor et al.
2013; Bekesi et al. 2014) and lake-floor ERT methods should be
employed.
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A P P E N D I X A : S E N S I T I V I T Y
C A L C U L AT I O N

Two types of ERT field data are usually collected in field applica-
tions. One is apparent resistivity (eq. 7), which is an average resis-
tivity of the part of the subsurface penetrated by the ERT current
system and equal to the real material resistivity when the subsurface
is a homogeneous half-space. Another one is resistance (eq. 8). Both
of them can be used to invert for a resistivity model.

In EMILIA, apparent resistivities are transformed to logarithmic
values to stabilize and speed up the inversion. Similarly, model
resistivities are transformed to logarithmic values to speed up the
inversion and avoid negative resistivity values. Thus, sensitivities
are computed for logarithmic apparent resistivities with regard to
logarithmic model resistivities yielding the following relationship
to the sensitivities of the original quantities:

∂log10 (ρa)

∂ log10 (ρ)
= −∂ log10 (ρa)

∂ log10 (σ )
= − σ

ρa

∂ρa

∂σ
, (A1)

where σ = 1/ρ is conductivity.
However, when resistances are used in inversion, it is less

meaningful than for apparent resistivities to use logarithmic val-
ues, because resistances could be negative. For resistance data,
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sensitivities are calculated with regard to logarithmic model
resistivities establishing the following relationship to the sensitivi-
ties of the original quantities

∂ R

∂ log10(ρ)
= − ∂ R

∂ log10(σ )
= − ∂ R

∂
(

ln σ

ln 10

) = − ln 10
∂ R

∂ ln σ

= − ln 10 · σ
∂ R

∂σ
. (A2)

EMILIA was modified to use both types of data in inversion. This
function makes EMILIA more flexible to utilize field data.

A P P E N D I X B : I N V E R S I O N S O F
T M - M O D E DATA

We have also investigated inversions of synthetic TM mode, TE
and TM modes and determinant impedance data computed for the
true model in Fig. 2(a). However, the inversion results are only
shown in this appendix, because we focus on the results of the
TE-mode inversions. In general, the TM mode and determinant
impedance single inversions are not in as good structural agreement
with the true model as the TE-mode single inversion model, espe-
cially the inversion result of the determinant impedances is inferior
to that of the TE-mode impedances (Fig. B1a and c). For the joint in-
versions with the ERT data, good resolution can still be observed in
Fig. B1b (joint inversion with RMT determinant impedance data),

B1d (joint inversion with RMT TM-mode impedance data) and B1f
(joint inversion with RMT TE- and TM-mode impedance data).
However, these joint inversion results are not as good as the model
from joint inversion of TE-mode and ERT data (Fig. 2d). This is
mainly so, because the TM-mode and ERT data have similar direc-
tions of electrical current flow. Thus compared to a single inversion
of ERT data, the inclusion of TM-mode data may not add significant
new information. Since determinant impedance data are geometri-
cal averages of TE- and TM-mode impedances, this effect is also
observed in joint inversions of determinant impedance and ERT data
to some extent. The joint inversions of the TE- and TM-mode data
and of the TE-, TM-mode and ERT data show as good results as the
joint inversion of the TE-mode and ERT data. Thus, in our case, the
TM-mode data hardly contribute information to our joint inversion
of RMT and ERT data (Fig. B1c) that is not already contained in
the ERT data.

Field data of the TM mode, TE and TM mode, and determinant
impedances were also inverted in the case study (TM-mode and
tipper data are shown in Fig. B2). In general, the models below the
water surface from single inversions of TM mode and determinant
impedances (Figs B3a and c) are not as good as that of the TE-mode
impedances (Fig. 6a). For the joint inversions, two conductive zones
can still be observed in Figs B3(b), (d) and (f). However, they are
not as clear as in the model from joint inversion of TE-mode and
ERT data (Fig 6c).
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure B1. (a) Inversion model computed from synthetic RMT determinant impedance data. (b) Inversion model computed from joint inversion of synthetic
RMT determinant impedance and ERT data. (c) Inversion model computed from synthetic RMT TM-mode data. (d) Joint inversion model for synthetic RMT
TM-mode and ERT data. (e) Inversion model for RMT TE- and TM-mode data. (f) Joint inversion model for RMT TE-mode, RMT TM-mode and ERT field
data. (g) Table showing RMS. The true model for which the synthetic data were computed is shown in Fig. 2(a). Symbols are the same as in Fig, 2.
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Figure B2. Unedited raw data: (a) TM-mode apparent resistivity data. (b) TM-mode phase data. (c) Real part of vertical magnetic transfer function Ty (Hz/Hy,
in our coordinate system). (d) Imaginary part of vertical magnetic transfer function Ty.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure B3. (a) Inversion model computed from RMT determinant impedance field data. (b) Inversion model computed from joint inversion of RMT determinant
impedance and ERT field data. (c) Inversion model computed from RMT TM-mode field data. (d) Joint inversion model for RMT TM-mode and ERT field
data. (e) Inversion model for RMT TE and TM-mode field data. (f) Joint inversion model for RMT TE-mode, RMT TM-mode and ERT field data. (g) Table
showing RMS. For the joint inversion, RMS values of individual data sets are slightly higher than those of the single inversions. Symbols are the same as in
Fig. 6.
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